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Abstract  

 

As organisations increasingly rely on technology, the risk of cyber threats to data 

integrity and security grows significantly. Traditional vulnerability risk-scoring 

models may not adequately address the rapidly evolving nature of cyber threats, 

necessitating the development of more adaptable and context-specific models. This 

research aims to achieve two primary objectives: developing a flexible risk-scoring 

model that can be customised for different industries, companies, or situations, and 

developing a new feature to accurately reflect the risk score derived from the 

current dataset. The study employs correlation analysis and machine learning-

based regression modelling, utilising appropriate evaluation metrics to assess 

model performance. Results indicate that the K-Nearest Neighbors regression 

model performs particularly well using Regression evaluation metrics. The newly 

developed risk score feature demonstrated its effectiveness in aligning with 

cybersecurity priorities. It successfully provided a systematic and interpretable 

metric for evaluating vulnerability risks, with higher scores corresponding to 

critical vulnerabilities requiring immediate attention. The research provides a 

scalable and adaptable framework for developing tailored risk-scoring models, 

improving the effectiveness of cybersecurity strategies in diverse contexts and 

datasets. 

 

Keywords: Correlation-Based Weighting, Regression Modelling, Risk-scoring 

model, Dynamic Threat Landscape 

 

   

1. Introduction 

 

Malaysia has rapidly embraced the digital age, aligning with the global trend. Virtually every individual 

or entity is now linked to the online sphere. Figure 1 depicts the trajectory of internet user numbers in 

Malaysia from 2013, encompassing forecasts up to 2028. According to Simon Kemp (2023), 

approximately 33.03 million internet users were recorded in Malaysia from the beginning of 2023. As 

of January 2023, with Malaysia's population standing at 34.13 million, a staggering 96.78% of 

Malaysians were actively engaged as internet users. By using Figure 1 as a reference, the number of 

internet users in Malaysia witnessed growth between 2013 and 2023, with a projected ongoing increase 

to reach 35.33 million by 2028. Malaysia's digital user base is expected to grow rapidly, with a 
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significant increase in the number of people engaging with digital platforms shortly (Simon Kemp, 

2023). 

 

 
Figure 1. Number of Internet users in Malaysia 2013-2028 (in millions)  

Source: Simon Kemp (2023) 

 

In an era where businesses extensively utilise interconnected technologies like mobile devices, 

social media, big data analytics, the Internet of Things (IoT), Artificial Intelligence (AI), and large-scale 

cloud computing, the reliance on the Internet for day-to-day operations has become ubiquitous. This 

dependence, however, escalates data protection challenges, given the pervasive nature of cyber threats. 

A mid-year threat landscape report for 2023 by CyberSecurity Malaysia, based on data collected over 

six months, underscores the severity of this issue, documenting a total of 3989 incidents primarily 

dominated by malware and phishing attacks (CyberSecurity Malaysia, 2023). 

Cyber-attacks can significantly harm objectives, operations, reputations, national cyber assets, 

and individuals, manifesting through unauthorised access, destruction, or alteration of information. 

Although primarily financially driven, these attacks occasionally bear military or political motives, 

highlighting the importance of robust cybersecurity measures (Li, Y., & Liu, Q., 2021). 

Against this backdrop, the practice of good cybersecurity hygiene becomes paramount in 

mitigating risks and safeguarding personal and sensitive data. A pivotal tool in this preventive strategy 

is the cyber risk scoring model, which quantifies the effectiveness of cybersecurity measures, thereby 

enhancing the cyber risk posture of individuals and organisations. Notably, the Common Vulnerability 

Scoring System (CVSS), first introduced between 2003 and 2004 by the National Infrastructure 

Advisory Council and later managed by the Forum of Incident Response and Security Teams (FIRST) 

since April 2005, remains a critical component in assessing and prioritising computer security issues. 

This model offers a free, open industry standard that generates a numerical score to reflect the severity 

of vulnerabilities, aiding in the efficient allocation of remedial resources (Mell, P., Scarfone, K., & 

Romanosky, S., 2006; Jonathan Risto, 2023). 

Despite these advancements, traditional risk-scoring models often fail to accommodate real-world 

attack vectors and the dynamic nature of cyber threats. They frequently overlook critical temporal 

aspects of vulnerabilities, such as the time-to-exploit or patch availability, which are vital for timely 

threat assessment (Bozorgi et al., 2010; Farris et al., 2018). In light of an escalating threat landscape and 

the frequent evolution of cyberattack methodologies, this research seeks to develop, evaluate, and 
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optimise vulnerability risk-scoring models to more effectively address these challenges, particularly in 

the Malaysian context. The urgency of this effort is underscored by recent high-profile data leaks. 

This paper aims to introduce a simplified yet versatile risk score feature derived from existing 

datasets, encompassing network traffic characteristics linked to specific cyber threats. This approach 

promises broad utility, allowing various stakeholders to generate tailored risk scores for their datasets 

and develop customised risk-scoring models, thereby fostering a more resilient cybersecurity 

environment. 

 

2. Materials and Methods  

 
2.1 Data Collection 

 

The data collected is from Kaggle, related to the Network Traffic Analysis Dataset for Cybersecurity, 

which provides a comprehensive collection of network traffic data designed to simulate diverse 

communication scenarios among network entities, with a specific focus on varying protocols and 

potential security threats (Zunxhi Samniea, 2023). The dataset contains 750 rows and 11 columns. Table 

1 shows the data description. The dataset can be accessed through the reference provided (Zunxhi 

Samniea, 2023). 

Table 1. Data Description of the dataset 

Column/Variable Description Data Type 

Protocol 
Communication protocol used for the 

packet (e.g., TCP or UDP). 
Categorical 

Flag 
Flag associated with the packet (e.g., 

SYN, ACK, RST, FIN). 
Categorical 

Packet 
Type of packet exchanged (e.g., 

HTTP, DNS, SSH, FTP, NTP). 
Categorical 

Sender ID Unique identifier for the sender entity. String 

Receiver ID 
Unique identifier for the receiver 

entity. 
String 

Source IP Address IP address of the source entity. String 

Destination IP Address IP address of the destination entity. String 

Source Port Port number on the source entity. String 

Destination Port Port number on the destination entity. String 

Packet Size Size of the packet in bytes. Numeric 

Target Variable 

Potential security threat associated 

with the packet (e.g., Phishing, DoS, 

Man-in-the-Middle). 

Categorical 

 

By examining and studying the existing vulnerability risk scoring models, specifically CVSS 

version 2 and version 3, the essential characteristics of the independent variables that should be included 

in a dataset are identified to ensure a comprehensive and accurate risk assessment. These models 

highlight the need for integrating a variety of data types to effectively evaluate and mitigate security 

threats. Consequently, this research integrates variables that align well with the CVSS framework. The 

Kaggle dataset was selected for this study due to its open-source nature, which is particularly beneficial 
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given that security-related data is often not readily available through other open-source channels. The 

availability of such a dataset on Kaggle facilitates access to relevant information that supports the 

research objectives and enhances the vulnerability risk scoring model. 

 

Table 2. Mapping of CVSS Model Components to Variables and Their Explanations 

CVSS Model Component Variable Explanation 

Attack Vector (AV) Protocol 

The protocol used can affect the attack vector, 

indicating how vulnerability can be exploited 

(e.g., network-based or local-based attacks). 

Impact Metrics (IM) Flag 

Flags in network traffic can indicate the state of 

a connection, which may be relevant for 

determining the impact on confidentiality, 

integrity, and availability. 

Exploitability Metrics (EM) Packet 

The number of packets or the nature of the 

packets can influence the exploitability of the 

vulnerability. 

Scope (S) Sender ID 

Identifies the origin of the attack, helping to 

determine whether the scope of the impact is 

limited or widespread. 

Scope (S) Receiver ID 

Identifies the target of the attack, helping to 

assess the potential impact on systems within the 

scope of the vulnerability. 

Attack Vector (AV) 
Source IP 

Address 

The source IP address is part of determining the 

attack vector, as it indicates where the attack 

originated from (e.g., internal or external to the 

network). 

Attack Vector (AV) 
Destination IP 

Address 

The destination IP address helps in 

understanding the target of the attack, relevant to 

assessing how the vulnerability can be exploited. 

Attack Complexity (AC) Source Port 

The source port can indicate the complexity of 

the attack, particularly if the attack requires 

specific or unusual network conditions. 

Attack Complexity (AC) Destination Port 

The destination port is relevant to understanding 

the network layer's exposure, which influences 

the attack complexity. 

Exploitability Metrics (EM) Packet Size 

Packet size can affect how easily an exploit can 

be carried out, particularly in buffer overflow 

attacks or similar vulnerabilities. 

 

No additional sampling techniques were necessary given the dataset size of 750 rows. The dataset 

size was deemed appropriate for the scope of this study due to several reasons. First, the dataset contains 

a sufficient number of rows to represent a diverse range of network traffic scenarios, which is essential 

for the study. Besides, the dataset includes various categories of potential security threats, including 

Phishing, DoS, and Man-in-the-Middle, with normal traffic. Ensuring that these classes are well-

represented is crucial for developing accurate models. The existing size of the dataset is adequate to 

capture the distribution of these classes without the need for oversampling or under-sampling 

techniques. Last but not least, the scope of this study is focused on understanding and analysing network 
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traffic to identify security threats. The dataset size aligns well with this objective, allowing for a 

comprehensive examination of patterns and anomalies in network traffic. For exploratory and proof-of-

concept studies, a dataset of this size is typically sufficient to derive meaningful insights. 

 

2.2 Data Preparation 

 

Data preparation is a foundational step in ensuring the integrity and effectiveness of the vulnerability 

risk scoring model. It involves several critical procedures that transform the raw data into a format 

suitable for analysis and modelling. Initially, the data undergoes a thorough cleaning and preprocessing 

phase. This involves addressing missing values and inconsistencies within the dataset. Missing data are 

handled either through imputation techniques, which estimate and fill in the gaps based on existing data, 

or by removing incomplete entries if they are too numerous or if imputation is not feasible. Ensuring 

consistency in variable formats and values is also crucial during this phase, as discrepancies can lead to 

inaccuracies in subsequent analyses. 

Following data cleaning, categorical variables in the dataset are encoded to facilitate their use in 

statistical models. Categorical variables are converted into numerical representations using methods 

such as label encoding and one-hot encoding. Label encoding assigns a unique integer to each category 

within a variable, simplifying its integration into models that require numerical input. One-hot encoding, 

on the other hand, creates binary columns for each category, allowing the model to interpret the presence 

or absence of each category more explicitly. This transformation is essential for models that do not 

inherently handle categorical data. 

Feature transformation is another important step in data preparation. This process adjusts the scale 

and distribution of features to ensure they contribute equally to the model. Normalisation is used to scale 

features to a range between 0 and 1, which can improve the performance of certain models by ensuring 

that no feature dominates due to its scale. Alternatively, standardisation transforms features to have a 

mean of zero and a standard deviation of one, which helps in normalising the impact of each feature on 

the model. 

Although the dataset expands to 56 variables due to one-hot encoding, various methods can be 

used to assess multicollinearity. According to James et al. (2013), a simple way to detect collinearity is 

by examining the correlation matrix of the predictors. High absolute values in the matrix indicate pairs 

of strongly correlated variables, signalling potential multicollinearity issues (James et al., 2013). Figure 

2 presents the correlation matrix of the dataset, calculated using Spearman’s rank correlation, as defined 

in Eq. (1). 

𝑟𝑠  =  1 −
6 ∑ 𝑑𝑖

2

𝑛(𝑛2−1)
          (1) 

where: 

𝑟𝑠 = Spearman’s Rank Correlation Coefficient 

𝑑𝑖 = The difference between the ranks of two variables for the i-th observation 

n = The number of observations 
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Figure 2. Correlation Matrix 

Spearman’s correlation is particularly suited for ordinal or non-parametric data, as it evaluates 

monotonic relationships. Based on the matrix, most features exhibit low correlations with one another, 

as indicated by the predominance of light-coloured squares. This implies that multicollinearity is not a 

significant concern for the majority of features in this dataset. However, there are a few notable 

correlations, such as between specific Source IP Addresses and Destination IP Addresses or between 

Sender IDs and Receiver IDs, which exhibit stronger positive correlations (red/orange squares). It is 

important to acknowledge that collinearity issues cannot always be fully identified using a correlation 

matrix, as multicollinearity may exist among three or more variables, even if no pair of variables exhibits 

a strong correlation. Additionally, the weak correlations observed for most variables suggest they may 

contribute independently to the analysis, reducing redundancy in the dataset. 

To more thoroughly address potential multicollinearity, we use the Variance Inflation Factor 

(VIF), which is calculated using the formula in Eq. (2). The VIF measures the ratio of the variance of a 

regression coefficient (βj) in the full multiple regression model to the variance of βj when the predictor 

is fitted independently. While the Spearman correlation matrix provides valuable insights into pairwise 

monotonic relationships, it does not fully capture multicollinearity that may exist among three or more 

variables. Thus, the VIF analysis becomes essential to detect and quantify such hidden multicollinearity 

in the dataset. 

The response variable is the one being predicted, while the predictor variables are the independent 

variables used in the regression model. A VIF value of 1 indicates no multicollinearity, while higher 

values suggest increasing levels of multicollinearity. By identifying variables with high VIF values, we 

can reduce redundancy, improve model interpretability, and ensure stable coefficient estimates. The 

results of the VIF calculation are shown in Figure 3. 
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𝑉𝐼𝐹 (𝑋𝑖)  =  
1

1−𝑅𝑖
2          (2) 

where: 

𝑋𝑖 = The predictor variable 

𝑅𝑖
2 = The coefficient of determination 

 

 
Figure 3. VIF analysis 

 

When VIF shows `INF` (infinity), it indicates severe multicollinearity in the dataset. One 

common reason for this is the dummy variable trap resulting from one-hot encoding categorical 

variables. When one hot encodes a categorical variable and includes all the resulting binary columns in 

the model, the sum of these columns can perfectly predict the original categorical variable. This perfect 

correlation leads to multicollinearity, which results in infinite VIF for these columns. Another reason 

for infinite VIF is the presence of redundant features. If multiple columns in a dataset are perfectly 

correlated or identical, this redundancy causes a severe multicollinearity problem. In such cases, the 

variance of the estimated regression coefficient becomes infinite, resulting in an infinite VIF. 

To address these issues, one of the dummy variables is excluded to avoid the dummy variable 

trap and remove redundant features to prevent perfect correlation, thus mitigating multicollinearity and 

ensuring finite VIF values. However, even after excluding one of the dummy variables and removing 

redundant features, infinite VIF values persist, as shown in Figure 4. 
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Figure 4. VIF analysis after excluding one of the dummy variables 

 

After conducting both Spearman’s Correlation and VIF analyses, it became evident that certain 

features exhibit high or perfect multicollinearity, as indicated by strong correlations and infinite VIF 

values. Although this typically suggests redundancy among variables, these features are retained 

because they align directly with the core objectives of this analysis. Each feature represents a distinct 

and critical aspect of the underlying data, essential for meeting the specific requirements of the study. 

Therefore, the dataset remains valuable when appropriate modelling techniques and validation strategies 

are applied. Secondly, the observed correlations between certain variables reflect the inherent 

relationships within the data. These relationships are integral to the predictive power of the model. 

Although multicollinearity may affect the stability of coefficient estimates, the primary goal of 

this model is prediction rather than the interpretation of individual coefficients. The predictive 

performance of the model is of utmost importance, and initial tests indicate that the inclusion of these 

features enhances the model's ability to generalise. It is important to recognise that the challenges of 

multicollinearity do not necessarily invalidate the dataset for this research. While multicollinearity can 

complicate model interpretation, it does not render the dataset unusable. As discussed in a study by 

James and his team (2013) named “An Introduction to Statistical Learning”, multicollinearity can be 

managed through regularisation techniques such as Ridge regression, which effectively handles 

multicollinear features by adding a penalty to the regression coefficients (James et. al., 2013). 
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In this study, although multicollinearity is present in the dataset, the choice of predictive models 

has been intentionally made to address this issue. Unlike linear regression models, which are highly 

sensitive to multicollinearity and may produce unstable coefficient estimates, the selected models do 

not rely on the assumption of linearity and are inherently more robust to multicollinear features. For 

example, decision trees and ensemble methods like AdaBoost focus on splitting the data based on 

feature importance rather than estimating coefficients, thereby minimising the impact of multicollinear 

predictors. Similarly, KNN operates by measuring distances between data points in feature space, which 

is not directly affected by multicollinearity. Therefore, instead of applying regularisation techniques 

like Ridge regression, which are designed to mitigate multicollinearity in linear models, this study 

leverages the strengths of non-linear models that naturally manage multicollinearity, ensuring that 

predictive performance remains the primary focus. 

Hence, the decision to proceed with the current feature set, despite the presence of 

multicollinearity, is a calculated one. It is driven by the need to fully capture the complexity of the 

dataset, which is crucial for the success of this analysis. 

Finally, the dataset is split into training and testing subsets in a 70:30 ratio to facilitate model 

training and performance evaluation. This partitioning enables the training of models on one portion of 

the data while assessing their performance on an unseen subset. This approach helps validate the 

model’s effectiveness and prevent overfitting, ensuring that the model performs well not only on the 

training data but also on new, unseen data. 

 

2.3 Creating New Feature 

 
The development of a risk score is a systematic process designed to quantify and evaluate potential risks 

based on various contributing factors. The flowchart in Figure 5 outlines the key steps involved in 

creating a new feature named “Risk Score” that can be integrated into predictive models. This structured 

approach ensures that the risk score is both data-driven and reflective of underlying patterns within the 

dataset. 

 
Figure 5. Steps on developing the new feature and risk score 

 

To construct a precise and logical feature, all columns are considered as input variables, with 

'Risk Score' designated as the target variable. The initial step involves assigning weights to each input 

variable based on their correlation with the original target variable, 'Target Variable' which represents 

the type of cyber threats in the dataset. These weights are normalised to ensure they collectively sum up 

to 1. 

Subsequently, a detailed examination of each variable is conducted. The assignment of weights 

at this level is determined by the frequency of occurrence in the dataset. This approach assumes that 

more frequently appearing categories are less distinctive or more common, warranting a lower 

weightage, as they may have more available solutions to address the associated risk. This paper stems 
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from the viewpoint that, due to the uncertainty and potential risks associated with infrequently occurring 

unknown vulnerabilities, they should be prioritised for immediate attention. The normalisation of these 

weights guarantees that they collectively sum to 1. 

Next, the risk score is calculated using the weights. To begin, a new column named 'Risk Score' 

is created and initialised to zero for all records. The subsequent loop iterates through each categorical 

column in the dataset. For one-hot encoded columns, the code multiplies the weights by the correlation 

weight for each unique value. These products are then added to the 'Risk Score' column, effectively 

incorporating the impact of each value on the risk assessment. In the case of non-one-hot encoded 

columns, the code multiplies the normalised weightage and the corresponding correlation weight. The 

cumulative result for each column contributes to the final 'Risk Score.' Finally, the 'Risk Score' values 

are normalised to a range from 0 to 10 by scaling based on the minimum and maximum scores in the 

column. This normalisation ensures that the 'Risk Score' aligns with a standardised scale, making it more 

interpretable and comparable. 

The calculated risk score is reintegrated into the dataset, serving as a critical variable for 

subsequent analysis. This integration allows for the seamless transition into regression modelling, where 

the risk score can be utilised as a predictor of outcomes or as a key component in evaluating the overall 

risk landscape. By incorporating the risk score back into the dataset, the model is enriched with a 

quantifiable measure of risk that has been systematically derived from the underlying data. This step 

ensures that the developed model not only considers the raw input data but also leverages the nuanced 

insights captured by the risk score, thereby enhancing the model's predictive accuracy and its ability to 

inform risk management decisions. 

 

2.4 Regression Modelling 

 

In this paper, a range of machine learning models are trained on the training dataset to construct a risk-

scoring system. The employed models encompass Decision Tree, XGBoost, Random Forest, k-Nearest 

Neighbors Regression (KNN), Support Vector Regression (SVR), AdaBoost, and Artificial Neural 

Network (ANN), with the formula of these models are stated from Eq. (3) to Eq. (9) respectively. 

�̂� =  
1

𝑁
∑ 𝑦𝑖

𝑁
𝑖=1            (3) 

where: 

𝑦𝑖 = The target values 

𝑁 = The number of samples at the leaf node 

�̂� =  
1

𝑇
∑ �̂�𝑡

𝑇
𝑡=1            (4) 

where: 

�̂�𝑡 = The prediction from the t-th tree 

𝑇 = The number of trees 

�̂�𝑖
(𝑡)

=  �̂�𝑖
(𝑡−1)

+ 𝜂𝑓𝑡(𝑥𝑖)        (5) 

where: 

�̂�𝑖
(𝑡)

= The prediction at iteration t 

�̂�𝑖
(𝑡−1)

 = The prediction at the previous iteration 

𝜂 = The learning rate 

𝑓𝑡(𝑥𝑖) = The t-th tree’s prediction 
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�̂� =  
1

𝑘
∑ 𝑦𝑖

𝑘
𝑖=1           (6) 

where: 

𝑦𝑖 = The target values of the k-nearest neighbours 

𝑚𝑖𝑛
1

2
||𝑤||2 + 𝐶 ∑ (𝑁

𝑖=1 𝜉𝑖 + 𝜉𝑖
∗)         (7) 

where: 

𝜉𝑖 , 𝜉𝑖
∗ = The slack variables 

𝐶= The regularization parameter 

𝑤 = weight vector 

�̂� =  ∑ 𝛼𝑡𝑓𝑡(𝑥)𝑇
𝑖=1           (8) 

where: 

𝛼𝑡 = The weight for the t-th weak learner 

𝑓𝑡(𝑥) = The t-th weak learner’s prediction 

𝑧(𝑙) = 𝑊(𝑙)𝑎(𝑡−𝑙) + 𝑏(𝑙)         (9)

 𝑎(𝑙) = 𝜎(𝑧(𝑙)) 

where: 

𝑧(𝑙) = The weighted input to layer l 

𝑊(𝑙) = The weighted matrix to layer l 

𝑏(𝑙) = The bias vector to layer l 

𝑎(𝑡−𝑙) = Activation from the previous layer 

𝜎 = Activation function 

 

The selected machine learning models are well-suited to handle multicollinearity in various ways. 

Decision Trees and Random Forests are resilient due to their hierarchical structure and ensemble 

approach, which reduce the impact of correlated features by focusing on the most informative features 

and averaging predictions from multiple trees. XGBoost enhances this by applying regularisation to 

penalise complex models, which helps in managing multicollinearity effectively. KNN is less affected 

by multicollinearity because it relies on distance metrics for predictions, though it requires careful 

feature scaling. SVR addresses multicollinearity by using kernel functions to transform data into higher 

dimensions, aiding in the separation of collinear features. AdaBoost iteratively corrects errors, thereby 

mitigating the influence of multicollinear features. ANN, with its flexible architecture, can adapt to 

multicollinearity but needs regularisation to prevent overfitting. This combination of models ensures 

robust handling of multicollinearity through various complementary techniques. 

According to Gupta, B. (2023), optimising a machine learning model's hyperparameters is a far 

better strategy to improve the model. Hyperparameters are the different setups and choices made 

throughout a machine learning model's training phase. They significantly impact a machine learning 

model's accuracy. Therefore, the error on the testing dataset can be further decreased through 

hyperparameter adjustment. In this case, GridSearchCV is utilised (Gupta, B., 2023). 

 

2.5 Model Evaluation 

 

Subsequently, an extensive evaluation will be conducted on the testing data to compare the effectiveness 

of each model. A comprehensive analysis will consider various metrics, such as Mean Squared Error 

(MSE), Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), and the coefficient of 

determination (R2), to identify the model that exhibits the highest performance. The aim is to identify 

the model that excels in accuracy and precision, providing the best predictive capabilities for the risk-

scoring system. This detailed evaluation ensures the selection of a reliable and robust model tailored to 
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the specific nuances of the dataset, ensuring accurate and effective risk assessments. 

 

3. Results and Discussion 

 
3.1 Development of New Feature 

 

To develop a new feature, Risk Score as the target variable, correlations between the variables and the 

original target variable in the dataset are considered and contribute to a numeric value for the weights. 

The final output is shown in Eq. (10). 

 

𝑅𝑖𝑠𝑘 𝑆𝑐𝑜𝑟𝑒 = 0.053910𝑥1 + 0.049013𝑥2 + 0.004481𝑥3 + 0.001561𝑥4 + 0.028179𝑥5

+ 0.115255𝑥6 + 0.011482𝑥7 + 0.011674𝑥8 + 0.023882𝑥9

+ 0.011603𝑥10 + 0.024146𝑥11 + 0.000770𝑥12 + 0.034926𝑥13

+ 0.023248𝑥14 + 0.020795𝑥15 + 0.001662𝑥16 + 0.018795𝑥17

+ 0.003260𝑥18 + 0.018825𝑥19 + 0.000770𝑥20 + 0.026332𝑥21

+ 0.010399𝑥22 + 0.009524𝑥23 + 0.024146𝑥24 + 0.018583𝑥25

+ 0.011482𝑥26 + 0.006788𝑥27 + 0.023248𝑥28 + 0.018749𝑥29

+ 0.024146𝑥30 + 0.019507𝑥31 + 0.001534𝑥32 + 0.025257𝑥33

+ 0.008044𝑥34 + 0.007932𝑥35 + 0.004381𝑥36 + 0.004381𝑥37

+ 0.024146𝑥38 + 0.025257𝑥39 + 0.023248𝑥40 + 0.008044𝑥41

+ 0.007932𝑥42 + 0.018749𝑥43 + 0.019507𝑥44 + 0.001534𝑥45

+ 0.006788𝑥46 + 0.001662𝑥47 + 0.015765𝑥48 + 0.028828𝑥49

+ 0.020754𝑥50 + 0.009404𝑥51 + 0.009180𝑥52 + 0.022308𝑥53

+ 0.027724𝑥54 + 0.018259𝑥55 + 0.008236𝑥56 

(10) 

where: 

𝑥1 = Protocol 

𝑥2 = Flag 

𝑥3 = Packet 

𝑥4 = Destination Port 

𝑥5 = Packet Size 

𝑥6 =Target Variable 

𝑥7 = Source IP Address_10.0.0.10 

𝑥8 = Source IP Address_10.0.0.15 

𝑥9 = Source IP Address_10.0.0.2 

𝑥10 = Source IP Address_10.0.0.5 

𝑥11 = Source IP Address_10.0.0.8 

𝑥12 = Source IP Address_192.168.0.1 

𝑥13 = Source IP Address_192.168.0.2 

𝑥14 = Source IP Address_192.168.0.5 

𝑥15 = Source IP Address_192.168.1.10 

𝑥16 = Source IP Address_192.168.1.5 

𝑥17 = Destination IP Address_10.0.0.10 

𝑥18 = Destination IP Address_10.0.0.15 

𝑥19 = Destination IP Address_10.0.0.2 

𝑥20 = Destination IP Address_10.0.0.5 

𝑥21 = Destination IP Address_10.0.0.8 

𝑥22 = Destination IP Address_192.168.0.1 



Lim and Muhammad/doi                       Vol 6(2), 52-69. 2024 

 

64 
 

𝑥23 = Destination IP Address_192.168.0.2 

𝑥24 = Destination IP Address_192.168.0.5 

𝑥25 = Destination IP Address_192.168.1.10 

𝑥26 = Destination IP Address_192.168.1.5 

𝑥27 = Sender ID_123456 

𝑥28 = Sender ID_234567 

𝑥29 = Sender ID_345678 

𝑥30 = Sender ID_456789 

𝑥31 = Sender ID_567890 

𝑥32 = Sender ID_678901 

𝑥33 = Sender ID_789012 

𝑥34 = Sender ID_890123 

𝑥35 = Sender ID_901234 

𝑥36 = Sender ID_987654 

𝑥37 = Receiver ID_123456 

𝑥38 = Receiver ID_234567 

𝑥39 = Receiver ID_345678 

𝑥40 = Receiver ID_456789 

𝑥41 = Receiver ID_567890 

𝑥42 = Receiver ID_678901 

𝑥43 = Receiver ID_789012 

𝑥44 = Receiver ID_890123 

𝑥45 = Receiver ID_901234 

𝑥46 = Receiver ID_987654 

𝑥47 = Source Port_20 

𝑥48 = Source Port_21 

𝑥49 = Source Port_22 

𝑥50 = Source Port_25 

𝑥51 = Source Port_53 

𝑥52 = Source Port_67 

𝑥53 = Source Port_123 

𝑥54 = Source Port_161 

𝑥55 = Source Port_443 

𝑥56 = Source Port_12345 

 

Next, after assigning the weightage for each variable, a weightage for each variable level is also 

assigned. However, instead of correlation, it is assigned based on the frequency of occurrence, as 

mentioned in Section 2.3. The weights are shown in Table 3. Note that for variables encoded using 

one hot encoding, the weights are assigned to 0.000000 for 0 and 1.000000 for 1. 

 

Table 3. Weightage for each level of each variable 

Variable Level (Encoded) Weightage 

Protocol 0 0.496000 

Protocol 1 0.504000 

Flag 0 0.079570 

Flag 1 01411114 

Flag 2 0.379490 



Lim and Muhammad/doi                       Vol 6(2), 52-69. 2024 

 

65 
 

Flag 3 0.129826 

Packet 0 0.053336 

Packet 1 0.049233 

Packet 2 0.025601 

Packet 3 0.640026 

Packet 4 0.053336 

Packet 5 0.049233 

Packet 6 0.053336 

Packet 7 0.026668 

Packet 8 0.049233 

Packet Size 0 0.244276 

Packet Size 1 0.039766 

Packet Size 2 0.055159 

Packet Size 3 0.142494 

Packet Size 4 0.244276 

Packet Size 5 0.131533 

Packet Size 6 0.142494 

Destination Port 0 0.104561 

Destination Port 1 0.104561 

Destination Port 2 0.052280 

Destination Port 3 0.627364 

Destination Port 4 0.104561 

Destination Port 5 0.006674 

Target Variable 0 0.077670 

Target Variable 1 0.388350 

Target Variable 2 0.072816 

Target Variable 3 0.077670 

Target Variable 4 0.077670 

Target Variable 5 0.072816 

Target Variable 6 0.077670 

Target Variable 7 0.077670 

Target Variable 8 0.077670 

 

Therefore, once the weights are determined, the risk scores are calculated by inserting the value 

for each level into Eq. (10). 

 

3.2 Model Development 

 

The new dataset mentioned in Figure 6 is used to develop the regression modelling and Figure 7 shows 

the evaluation of the models. 
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Figure 6. Dataset with new feature 

 

 
Figure 7. Model Evaluation 

 

The evaluation of various regression models applied to this dataset is depicted in Figure 7, 

showcasing performance metrics including MSE, MAE, RMSE and R2. The analysis highlights that 

KNN, Decision Tree, XGBoost, and Random Forest achieved exceptional accuracy, characterised by 

minimal error across all metrics. KNN, in particular, demonstrates a notably low MSE and MAE, 

reflecting its high precision. The Decision Tree and XGBoost models exhibit extremely low RMSE, 

indicating their accuracy in predicting values in the original unit of the target variable. Furthermore, all 

models, including AdaBoost, SVR, and ANN, show high R2 values, suggesting that a substantial 

proportion of variance in the target variable is explained by the models. 

The choice of models reflects their ability to handle the dataset's characteristics effectively. KNN, 

Decision Tree, XGBoost, and Random Forest have emerged as the most robust performers. Their 

selection is based on their ability to minimise errors and provide reliable risk scores, which can be 

critical for practical applications. For instance, the precision of KNN makes it suitable for scenarios 

where detailed, localised predictions are necessary. Decision Trees and XGBoost, with their accuracy 

in predicting values and handling complex relationships, are advantageous for dynamic environments 
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where model adaptability is essential. Random Forest’s ensemble approach helps in reducing variance, 

making it robust in varied conditions. 

In practical terms, organisations can utilise these models to develop customised risk-scoring 

systems tailored to their specific needs. For example, companies can apply the most accurate models to 

assess their cybersecurity risks more effectively, identify high-risk areas, and allocate resources more 

efficiently. The flexibility of the proposed model means it can be adapted to various contexts, such as 

different industries or organisational environments, enhancing its relevance and utility. 

Moreover, integrating these models into existing cybersecurity frameworks can significantly 

improve risk management strategies. By providing more accurate and relevant risk assessments, 

organisations can better prioritise their security measures and address vulnerabilities proactively. This 

approach ensures that the risk-scoring system is not only precise but also practical, offering actionable 

insights that align with the unique requirements of different organisational contexts. 

The comprehensive performance evaluation confirms that the proposed model, supported by 

these robust regression techniques, provides a valuable tool for developing effective risk-scoring 

systems. This approach enhances the accuracy of risk assessments, contributes to more proactive and 

effective cybersecurity strategies, and demonstrates the model's adaptability to various scenarios, 

ultimately advancing the overall effectiveness of cybersecurity measures. 

 

4. Conclusion 

 
In conclusion, this research has utilised a well-defined framework and dataset to develop a robust risk-

scoring model, highlighting the importance of a thorough data science process. This model, crafted 

through a comprehensive approach from data preparation to model evaluation, provides a foundational 

tool for addressing cybersecurity challenges. A key contribution of this research is the demonstration of 

how such a risk-scoring model can be adapted to various contexts, including different industries, 

companies, or specific situations. This adaptability underscores the model's versatility, enabling it to be 

customised to reflect the unique characteristics and threats of different organisational environments. 

While CVSS scores are accurate and standardised, they often require detailed data that may not 

always be available due to constraints such as time or resource limitations. In these cases, a customised 

risk-scoring model can offer a practical solution by focusing on the data that is accessible and relevant 

to the specific context. This approach ensures more accurate and actionable risk assessments, improving 

vulnerability identification and prioritisation even in scenarios where comprehensive CVSS data is 

lacking. By integrating local data characteristics and contextual factors, this model enhances the 

effectiveness of cybersecurity measures and provides a valuable tool for tailored risk management. 

This approach not only optimises resource allocation by focusing on high-risk areas but also 

aligns with broader objectives such as fostering innovation and enhancing cybersecurity resilience. By 

integrating principles from Sustainable Development Goal (SDG) 9, which emphasises Industry, 

Innovation, and Infrastructure, the model promotes inclusive and innovative cybersecurity solutions. It 

underscores a commitment to user-centric design and cost considerations, making advanced 

cybersecurity measures accessible and scalable. 

In addition to its practical applications, the research significantly contributes to the academic field 

by deepening the understanding of how cyber threats and vulnerabilities impact various systems. By 

evaluating the severity of these threats, researchers can acquire critical insights into their evolving 

dynamics. Integrating the findings from this model into cybersecurity education offers a valuable 

opportunity for educators to present students with up-to-date knowledge and real-world examples. This 

approach bridges the gap between theoretical concepts and practical application, allowing students to 

engage with the model directly, analyse relevant data, and develop strategies for addressing similar 
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threats. Consequently, this hands-on experience reinforces the applicability of theoretical concepts and 

enhances students' preparedness for real-world cybersecurity challenges. 
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